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 

Abstract— fter decades of continuous improvements and 

shrinking feature sizes, the development of conventional 

computing technologies faces enormous challenges. In 

par- ticular, power dissipation in today’s computer chips 

becomes crucial. Reversible computation is a promising 

alternative to these technologies, where power dissipation 

can be reduced or even eliminated. Furthermore, 

reversible logic builds the basis for quantum computation 

– a completely new way of processing which enables to 

solve certain problems expo- nentially faster compared to 

conventional methods. However, the design of reversible 

and quantum circuits is significantly different. Thus, new 

methods e.g. for synthesis, optimization, or verification are 

needed. This paper provides a brief intro- duction into 

reversible circuits and their respective design methods 

that have been proposed within the last years. 

 

Index Terms— shrinking feature, faces enormous, 

synthesis, optimization. 

 

I. INTRODUCTION 

Power dissipation and therewith heat generation is a 

serious problem for today’s computer chips. A signif- 

icant part of energy dissipation is due to the non-ideal 

behavior of transistors and materials. Here, higher levels 

of integration and new fabrication processes reduced the 

heat generation in the last decade. 

However, a more fundamental reason for power dis- 

sipation arises from the observations made by Landauer 

already in 1961 [1]. Landauer proved that using conven- 

tional (irreversible) logic, gate operations always lead to 

energy dissipation regardless of the underlying technol- 

ogy. More precisely, exactly k ·T · log 2 Joule of energy are 

dissipated for each “lost” bit of information during an 

irreversible operation (where k is the Boltzmann constant 

and T is the temperature). While this amount of power 

currently does not sound significant, it may become 

crucial additionally considering that (1) today millions 

of operations are performed in some seconds (i.e. in- 

creasing processor frequency multiplies this amount) 

and (2) more and more operations are performed with 

smaller and smaller transistor sizes (i.e. in a smaller 

area). 

In contrast, Bennett showed that energy dissipation 

can be reduced or even eliminated if computation be- 

comes information-lossless [2]. This does not hold for 
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conventional circuits (e.g. already the simple AND op- 

eration transforms two input bits into a single output bit, 

i.e. one bit is lost leading to the above mentioned power 

dissipation). But, reversible circuits, i.e. circuits where all 
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Fig. 1.    Reversible gates 

 

 

II. REVERSIBLE CIRCUITS 

 
Reversible logic realizes n-input n-output functions 

that map each possible input vector to a unique out- 

put vector –  in  other  words  bijections  are  realized. In 

reversible circuits, fan-out and feedback are not al- 

lowed [4]. As a consequence, reversible circuits are cas- 

cades of reversible gates. 

Let X := {x1, . . . , xn} be the set of Boolean variables. 
Then, a reversible  gate  has  the  form  g(C, T ),  where 
C = {xi1 , . . . , xik } ⊂  X is the set of control lines and 
T  = {xj1 , . . . , xjl } ⊂  X with C ∩ T  = ∅  is the set 

of target lines. In the past, multiple control Toffoli [5], 

multiple control Fredkin [6], and Peres [7] gates have 

been established: 

• A multiple control Toffoli gate (TOF) has a single 

target line  xj .  The  gate  maps  (x1, x2, . . . , xj , . . . , 

xn)  to 

(x1, x2, . . . , xi1 xi2  · · · xik   ⊕ xj , . . . , xn), i.e., the 

value 
of  the  target  line  is  inverted  if  all  control  lines 

evaluate to 1. 

• A multiple control Fredkin gate has two target 

lines xj1 and xj2 . The values of the target lines are 

interchanged if all control lines evaluate to 1. 

• A  Peres  gate  has  one   control   line   xi   and two

 target   lines   xj1   and   xj2 .   The    gate 

maps  (x1, x2, . . . , xj1 , . . . , xj2 . . . , xn)           

to 
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(x1, x2, . . . , xi ⊕  xj1 , . . . , xixj1  ⊕  xj2 , . . . , xn), i.e., 

the 
Peres gate is a cascade of two Toffoli gates (with 

two and one control lines, respectively). 

Fig. 1 shows a Toffoli gate, a Fredkin gate, and a Peres 

gate in a cascade. The control lines are denoted by ●, 

while the target lines are denoted by ⊕  (except for the 
Fredkin gate where a × is used instead). The annotated 

values demonstrate  the  computation  of the  respective 

gates. As shown, the calculation can be done in both 

directions, i.e. the calculation is reversible. 

To measure the cost of a reversible circuit, different 

metrics are applied (sometimes depending on the ad- 

dressed technology). In general, the number of circuit 

lines is an important criterion. In particular in the do- 

main of quantum computation, a very prominent ap- 

plication of reversible circuits [4], the number of lines 

is crucial. Beyond that, the costs of the respective gates 

themselves are important, too. But simply counting the 

number of gates does not adequately reflect the effort to 

realize them. Hence, also the following, more technology 

depended metrics are applied: 

 

TABLE I 

QUANTUM COST FOR TOFFOLI AND 

FREDKIN GATES 

NO. OF 

CONTROL 

LINES 

QUANTUM  COST 
OF A TOFFOLI GATE OF A FREDKIN GATE 

0 1 3 
1 1 7 
2 5 15 
3 13 28, if at least 2 lines are 

unconnected 31, 
otherwise 

4 26, if at least 2 lines are 
unconnected 

29, 
otherwise 

40, if at least 3 lines are 
unconnected 

54, if 1 or 2 lines are 
unconnected 

63, otherwise 
5 38, if at least 3 lines are 

unconnected 
52, if 1 or 2 lines are 

unconnected 
61, otherwise 

52, if at least 4 lines are 
unconnected 

82, if 1, 2 or 3 lines are 
unconnected 
127, otherwise 

 

• 

 Quantum cost denotes the effort needed to 

transform a reversible  circuit to  a quantum  

circuit. Table  I shows the quantum cost for a 

selection of Toffoli and Fredkin gate 

configurations as introduced in [9] and further 

optimized e.g. [10]. As can be seen, gates of 

larger size are considerably more expensive than 

gates of smaller size. The Peres gate represents 

a special case, since it has quantum cost of 4, 

while the realization with two Toffoli gates 

would imply costs of 6. 

• Transistor cost denotes the effort needed, to 

realize a reversible circuit in CMOS according to 

[11]. The 

transistor cost of a reversible gate is 8 · s where s is 

the number of control lines. 

As an example, consider the circuits depicted in Fig. 

2. The circuit composed of Toffoli gates (Fig. 2(a)) has a 

gate count of 6, quantum cost of 10, and transistor cost 

of 56. The circuit composed of Fredkin gates (Fig. 2(b)) 

has a gate count of 3, quantum cost of 13, and transistor 

cost of 8, respectively. 

III. DESIGN METHODS 

The model for reversible circuits as introduced in the 

last section already represents the basis for research in 

the domain of reversible circuit design. Nevertheless, 

reversible circuits have not been intensively studied by 

researchers before the year 2000. The main reason for 

that may lie in the fact that applications of reversible 

logic have been seen as “dreams of the future”. But, 

this changed as first physical realizations of reversible 

circuits emerged, e.g. in terms of  quantum circuits [12] 

or in terms of reversible CMOS realizations with 

certain low-power properties [3]. Therewith, proofs of 

concept were available motivating reversible circuits as 

a promis- ing research area. 

As a consequence, in the last years researchers 
started 

to develop new methods for the design of this kind of 

circuits. In the following, some of these methods are 

briefly reviewed. 

A. Synthesis 

Synthesis is the most important step while building 

complex circuits. Considering the conventional design 

flow, synthesis is carried out in several individual steps 

such as high-level synthesis, logic synthesis, mapping, 

and routing. To synthesize reversible logic, adjustments 

and extensions are needed. For example, further tasks 

such as embedding of irreversible functions must be 

added [13], [14]. Furthermore, throughout the whole 

flow, the restrictions caused by the reversibility (no 

fanout and feedback) and a completely new gate library 

must be considered as well. 

Existing synthesis approaches addressing these 
issues 

can be categorized as 

follows: 

1) Boolean Synthesis Approaches for Small Functions: 
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These approaches can handle small Boolean functions, 

e.g. provided in terms of permutations [15], [16], truth 

tables [17], [18], [19], positive-polarity Reed-Muller ex- 

pansion [20], or Reed-Muller spectra [21]. Besides that, 

also exact approaches exist that do not only generate 

a reversible circuit for a given function, but additionally 

ensure that the resulting circuit is composed of a minimal 

number of gates [22]. 

The scalability of all these approaches is thereby lim- 

ited. Usually only circuits for functions containing not 

more than 30 variables can be obtained with them. 

Hence, if larger functions should be synthesized, more 

compact function descriptions and, accordingly, other 

synthesis approaches have to be considered. 

2) Boolean  Synthesis  Approaches  for  Larger  Functions: 

Synthesis methods for larger functions make use of more 

compact function representations. In particular, 

approaches based on Exclusive Sum of Products [23] and 

approaches based on Binary Decision Diagrams [24] fall 

into this category. Here, the structure of the function 

representation is mapped to respective reversible sub- 

circuits. By cascading the resulting sub-circuits, the over- 

all function is realized. 

3) Synthesis Approach based on a Programming 
Language: 

While the previous approaches rely on Boolean descrip- 

tions for the synthesis of reversible circuits, recently also 

a programming language has been proposed for this 

purpose [25]. This language, called SyReC, enables the 

design of more complex reversible systems 

 

B. Optimization 

After  synthesis,  the  resulting  circuits  often  are  of 

high  cost.  In  particular,  dedicated  technology-specific 

constraints are not considered by synthesis approaches. 

To address this, optimization methods have been intro- 

duced. In particular, the reduction of the quantum cost 

of given circuits has been considered [26], [18], [27], 

[28]. But also reducing the number of circuit lines [29] 

or optimization of further, more technology depended 

cost metrics [30] was subject of research activities. 

 

C. Verification and Debugging 

To ensure that the  respective  results  (e.g.  obtained 

by optimization) still represent the desired 

functionality, verification is applied. For this purpose, 

first verification approaches have been introduced [31], 

[32], [33], [34]. Moreover, even automatic debugging 

methods aimed at supporting the designer to detect the 

error in case of a failed verification are already 

available [35]. 

 

IV. CONCLUSIONS 

In this paper, reversible circuits have been briefly 

reviewed. This kind of circuits has promising applica- 

tions with respect to low-power design since here all 

computations are performed  without  information-loss 

(a necessary condition of circuits to have zero power 

dissipation). Furthermore, reversible circuits also find 

application in the domain of quantum computation. 

First physical realizations confirming the promising 

proper- ties are already available. 

Motivated by this, in the last years researchers started 

to develop new methods for the design of this kind of 

circuits. In this paper, some of the resulting methods 

have been briefly summarized. References for a more 

in-depth treatment have been provided in the respective 

sections. Furthermore, implementations of many of the 

reviewed approaches are available at RevKit [36]. 

However,  despite  the  progress  made  in  this  area, 

research on reversible circuits is still in its infancy and 

further research is needed. Considering the existing de- 

sign methods, many of the proposed approaches have 

limitations with respect to the size of the function to be 

synthesized or the circuit to be considered, respectively. 

Furthermore, circuits obtained by current synthesis ap- 

proaches often are of significant costs. Finally, most of 

the approaches have been considered separately. So far, 

no integrated design flow for complex reversible 

circuits exists. 
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