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 

Abstract—This investigation deals with M/M/1 queue with 

priority queueing system and service interruption. There are the 

two types of customers namely priority and non-priority 

customers. The service of priority and non-priority customers 

may be interrupted due to the unavailability of the server. The 

arrival patterns of two types of the customers are independent 

Poisson processes wherein the service times are exponentially 

distributed. Moreover, Runge-Kutta (R-K) method of fourth 

order has been applied for obtaining the various performance 

measures of the customers in the system. To examine the effects 

of various system parameters, the numerical results are 

performed. 

 

Index Terms– priority queue; unreliable server; queue length; 

runge-kutta method; queue length. 

 

I. INTRODUCTION  

     With the advancement of technology, performance 

modeling is one of the important issues that affect the design, 

development, configuration and modification of any real time 

system. Server un-reliability makes negative impact on 

performance of any system and therefore some measures are 

to be taken to maintain a desired grade of service. In many 

practical applications, the server may fail and require repair 

(renewal). From a practical point of view, several authors 

have studied different models that describe the failure of a 

server and its renewal (repairs) as well as the rules of 

servicing a customer who finds a server in a broken down 

condition. Reference [1] analyzed an unreliable M/M/1 retrial 

queue with infinite capacity orbit and normal queue. The 

Markovian single server queue with breakdowns and repairs 

was studied by [2]. A single server unreliable queue was 

considered by [3] References [4-8] dealt with queue under the 

consideration of service interruption wherein the customers 

arrive at the service station according to Poisson process in 

different frameworks.  

          Priority queueing systems have numerous applications 

in many real life situations encountered in computer 

networks, communication systems, transportation, 

distribution systems and many others. Priority queue with 

combination of unreliable server has also been studied by a 

few researchers in different frameworks. The first published 

paper on preemptive priority discipline with unreliable server 

was due to [9]. They studied the preemptive priority system 

with two priority classes by using the method of generating 

function to obtain the steady state distribution. A single server 
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queue with two classes of customers was considered by [10]. 

The analysis of unreliable server queue with two class 

non-preemptive priority subscribers was examined by [11]. A 

preemptive resume is followed by the server who is subjected 

to random failures. A single server retrial queue with priority 

subscribers and server breakdown was studied by [12]. 

Recently, reference [13] considered an unreliable single 

server queue with preemptive resume priorities and vacations. 

     Runge-Kutta (R-K) method is a useful technique for 

solving the set of differential equations. R-K method has been 

used to provide transient solution of queueing problems in 

different frameworks by many researchers. Reference [14] 

dealt with transient system behavior of the queueing system 

using the fourth order Runge-Kutta method. The queueing 

model for the unreliable flexible manufacturing cell (FMC) 

was developed by [15] which operates under stochastic 

environment. Using Runge-Kutta method, the probabilities 

for different system states have been evaluated.  

       In this investigation, we study two class preemptive 

priority queueing systems with unreliable server. The service 

of the priority and non-priority customers may be interrupted 

due to the failure of the server. The rest of the paper is 

organized as follows. Section II is devoted to model 

description. The governing equations of the model are given 

in section III. Various performance measures are discussed in 

section IV. The numerical results are carried out in section V. 

Finally, the conclusions are given in section VI.  

II. MODEL DESCRIPTION  

    In this paper, we develop a Markovian preemptive priority 

queueing model wherein the service of both priority and 

non-priority customers may be interrupted due to 

unavailability of the server. We consider the two types of 

customer‟s namely higher priority and lower priority 

customers who arrive according to Poisson fashion in the 

system. A single server serves the customer under preemptive 

resume priority discipline. The arrival of higher priority 

customer interrupts the service of a lower priority customer 

who on its re-entry resumes service from the preempted point. 

The queue discipline is first come first served (FCFS) within 

their own queue. During the service of lower priority 

customer if higher priority customer joins the system then the 

service of the lower priority customer is interrupted. The 

service of lower priority customer restarts again when there is 

no higher priority customer present in the system. The server 

preempts the lower priority customer whose service is going 

on and higher priority customer joins the system. This 

discipline is known as ‘preemptive priority’. 

 

Notations: 

           To formulate the mathematical model in terms of 

transient state probabilities, the following notations are used: 
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1                                       Arrival rate for higher priority customer 

2                                       Arrival rate for lower priority customer 

1          Ser vice rate for higher priority customer 

2          Ser vice rate for lower priority customer 

 Failure Rate 

 Repair Rate  

L         Finite capacity for higher priority customer 

K         Finite capacity for lower priority customer 

            Pi,j,1(t)       Probability that there are i (0  i  L) 

priority customers and j (0  iK) non-priority customers 

present in the system when the sever is in busy state at time t 

           Pi,j,2(t)      Probability that there are i (0 i L) priority 

customers and j (0 iK) non-priority customers present in 

the system when the sever is in broken down state at time t. 
 

 

III. GOVERNING EQUATIONS  

In this section, the differential difference equations governing 

the finite capacity model are constructed using fig. 1 as 

follows:  
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IV. PERFORMANCE MEASURES  

     Various performance indices in terms of transient 

probabilities have been obtained using Runge-Kutta (R-K) 

method. R-K technique is implemented by developing 

program in MATLAB software. After obtaining transient 

probabilities, some performance indices are calculated as: 
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 The probability of the server being broken down at time t 

is 
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 The expected number of the customers in the system at 

time t  is given by 


 


L

i

K

j

jijiS tPtPjtEN
0 0

2,,1,, )}()({)(                   (40)  

 

V. NUMERICAL RESULTS 

          To solve the set of transient state equations (1)-(18), the 

coding of the computer program has been done in the 

„MATLAB‟ software. Further, the numerical results are 

obtained for various performance indices viz. the probability 

of the server being idle, busy, broken down and expected 

number of the customers in the system at time „t‟. For the 

computation purpose, we fix the default parameters as L=6, 

K=6, 1=0.3, 2=0.2,     

        

 

Tables I-II show the effect of arrival rate  and service rate on 

various performance indices for varying values of time t. We 

notice that PB(t) and PD(t) increase whereas PI(t) decreases as 

time t grows. It is clear from tables I-II that PB(t) and PD(t) 

increase (decrease) with the increasing values of 1) but 

the reverse trend is observed for PI(t).      

   
        Figs 2-3 show that ENS(t) increases sharply as time t 

grows. Also, an increasing trend is seen for ENS(t) on 

increasing the values of . It is also observed form fig. 3 that 

initially there is a gradual decrement in the queue length for 

higher values of 1.  

  

TABLE I.  EFFECT OF ARRIVAL RATE ON VARIOUS 

PERFORMANCE MEASURES. 

 t PI(t) PB(t) PD(t) 

 

0.1 

1.0 0.872 0.118 0.009 

1.3 0.852 0.135 0.012 

1.6 0.837 0.148 0.014 

 

0.3 

1.0 0.765 0.226 0.010 

1.3 0.731 0.262 0.013 

1.6 0.702 0.296 0.015 
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TABLE II.  EFFECT OF SERVICE RATE ON VARIOUS 

PERFORMANCE MEASURES. 

 t PI(t) PB(t) PD(t) 

 

0.5 

1.0 0.723 0.268 0.005 

1.3 0.665 0.326 0.007 

1.6 0.607 0.386 0.008 

 

0.9 

1.0 0.756 0.235 0.001 

1.3 0.716 0.277 0.006 

1.6 0.680 0.317 0.007 
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Fig. 2. Average queue length vs. time by varying arrival rate. 
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Fig. 3. Average queue length vs. time by varying service rate. 
  
       Overall based on numerical experiment performed by 
taking an illustration, we conclude that better service can be 
expected by the server up to a certain level if we increase the 
service rate. As expected, the average system size can also be 
controlled by improving the service rate.  

 

VI. CONCLUSION 

     In this investigation, two class preemptive priority 
queueing system with service interruption has been studied. 
The provision of service interruption makes the model more 
versatile in depicting the many real time congestion situations 
encountered in industrial as well as day-to-day problems. The 
transient model discussed in the present investigation may 
provide a fruitful insight to the system developers and queue 
analysts for assessing the actual congestion problems based 
upon the performance measures so that the blocking and delay 
can be controlled.  
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