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Abstract— Exponential distribution has a probabilistic terms 

concerning the time we need to wait before a given event occurs. 

If this waiting time is unknown, it is often appropriate to think 

of it as a random variable having an exponential distribution. In 

this paper, emphasis is placed on obtaining the mean and 

variance of exponential distribution by method of Laplace 

transform. The aim of establishing this new method is to 

compare the efficiency (i.e. how best the results) with that of an 

existing method of exponential distribution in solving real life 

problems. EasyFit professional software is used to analyze the 

entire work. Based on the results obtained, we conclude that the 

exponential distribution by Laplace transform is the most 

appropriate model to approximate the time until the next phone 

call arrives than an existing exponential distribution. 

 
Index Terms— Exponential distribution, Laplace transforms 

Mean, Variance, and Probability.  

 

I. INTRODUCTION 

In statistics, the exponential distribution is the probability 

distribution that describes the time between events in a 

Poisson process, i.e. a process in which events occur 

continuously and independently at a constant average rate. It 

is a particular case of the gamma distribution. It is the 

continuous analogue of the geometric distribution, and it has 

the key property of being memoryless [2]. The exponential 

distribution is not the same as the class of exponential families 

of distributions, which is a large class of probability 

distributions that includes the exponential distribution as one 

of its members, but also includes the normal distribution, 

binomial distribution, gamma distribution, Poisson, and many 

others [7].The characteristics of the exponential distribution 

and the related distribution functions including gamma, 

weibull and lognormal then relates  some of their properties to 

the application of Markov  models. One of the major 

properties is forgetfulness, the consequence of this is that 

Markov and stationarity assumptions imply that the times 

between events must be negative-exponentially distributed.  

To make a decision on the application of Markov model to 

any process in real life situation, it is advised that it should be 

fitted to the  form of the negative exponential density 

functions which implies that the most likely times are close to 

zero, and very long times are increasingly unlikely. That is, 

the most likely values are considered to be clustered about the 

mean, and large deviations from the mean are viewed as 

increasingly unlike. If this characteristic of the negative 

exponential distribution seems incompatible with the 

application one has in mind then a Markov model may not be  

 
 Ntekim, Offong Edet. Department of Mathematics, University of 

Calabar, Calabar 

Akra, Ukeme Paulinus. Department of Statistics, University of Calabar, 

Calabar. 

 

appropriate [8]. A random variable having an exponential 

distribution is also called an exponential random variable.In 

real-world scenarios, the assumption of a constant rate (or 

probability per unit time) is rarely satisfied. For example, the 

rate of incoming phone calls differs according to the time of 

day. But if we focus on a time interval during which the rate is 

roughly constant, such as from 2 to 4 p.m. during work days, 

the exponential distribution can be used as a good 

approximate model for the time until the next phone call 

arrives. Similar caveats apply to the following examples 

which yield approximately exponentially distributed 

variables: the time until a radioactive particle decays, or the 

time between beeps of a geiger counter; the time it takes 

before your next telephone call; the time until default (on 

payment to company debt holders) in reduced form credit risk 

modeling [5]. Exponential variables can also be used to model 

situations where certain events occur with a constant 

probability per unit distance: monthly and annual maximum 

values of daily rainfall and river discharge volumes [4]. 

The exponential distribution is the only continuous 

memoryless random distribution. It is a continuous analog of 

the geometric distribution [1]. This distribution is properly 

normalized since; 
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Given a Poisson distribution with rate of change λ, the 

distribution of waiting times between successive changes (k = 

0) is  
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The probability density function (pdf) of an exponential 

distribution has the form  
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where λ > 0 is a parameter of the distribution, often called the 

rate parameter. The distribution is supported on the interval 

[0,∞). If a random variable X has this distribution, we write X 

~ exponential (λ). 

A commonly used alternate parameterization is to define the 

probability density function (pdf) of an exponential 

distribution with parameter 


1
as 
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Where β is the scale parameter (the scale parameter is often 

referred to as λ which equals 1/β). The case where β = 1 is 

called the standard exponential distribution [6]. The equation 

for the standard exponential distribution is 
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The exponential distribution is primarily used in reliability 

applications. The exponential distribution is used to model 

data with a constant failure rate (indicated by the hazard plot 

which is simply equal to a constant). The formula for the 

hazard function of the exponential distribution is 
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The Laplace transform is a frequency-domain approach for 

continuous time signals irrespective of whether the system is 

stable or unstable. The Laplace transform of a 

function )(xf , defined for all real numbers x ≥ 0, is the 

function F(s), which is a unilateral transform defined by 

dxxfsF sx
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Where s is a complex number frequency parameter. 

In pure and applied probability, the Laplace transform is 

defined as an expected value. If X is a random variable with 

probability density function f, then the Laplace transform of f 

is given by the expectation.  

 sxEsfL  )}({                                                  (8) 

By abuse of language, this is referred to as the Laplace 

transform of the random variable X itself. Replacing s by −x 

gives the moment generating function of X. The Laplace 

transform has applications throughout probability theory, 

including first passage times of stochastic processes such as 

Markov chains, and renewal theory [3]. 

Of particular use is the ability to recover the cumulative 

distribution function of a continuous random variable X by 

means of the Laplace transform as follows; 
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II. METHODOLOGY 

The method used in this paper is known as Laplace transform 

to exponential distribution with a unit value of s . In this 

context, the exponential distribution is defined as  
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and the Laplace transform is defined as 

0,)}({   xxfL sx                                             (11) 

Therefore, the Laplace transform of exponential distribution 

is defined as 

  dxxfxfL sx
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Solving (12), we have 

 
 

dxdxxfL
xsx

sx








 

0

1

0

11
)( 


  

 

 

   


































 1

0

1

1

111

ss

xs


 

 
   

1,
1

1

1

1






 

s
 [for unity of s]       (13) 

 

III. MEAN OF EXPONENTIAL DISTRIBUTION BY LAPLACE 

TRANSFORM 
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IV. VARIANCE OF EXPONENTIAL DISTRIBUTION BY LAPLACE 

TRANSFORM 
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Substituting (13) and (14) into (16), we have 
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V. MEAN OF EXISTING EXPONENTIAL DISTRIBUTION 

The exponential distribution is defined as  
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VI. VARIANCE OF EXISTING EXPONENTIAL DISTRIBUTION 
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VII. DATA PRESENTATION/ANALYSIS 

Primary source of data collection is obtainable in this 

research. Data for this study were collected by observation 

method from individual caller; the waiting time interval of 

incoming phone calls per day is between 10:00 – 12 noon 

during working hours administered by me. Data were 
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collected for a week (i.e. the five working days) and the 

summary of the data is shown below 

Incoming calls per day in a week 

 

Date Time Arrival freq (rate) 

27/07/2017 10:00 – 12 noon 21 

28/07/2017 10:00 – 12 noon 27 

29/07/2017 10:00 – 12 noon 23 

30/07/2017 10:00 – 12 noon 24 

31/07/2017 10:00 – 12 noon 26 

Total  121 

 

VIII. RESULTS 

 

From (13) and (16), Mean and variance of exponential 

distribution by Laplace transform is 

024.0][ xE and 046.0][ xV  

From (17) and (19), mean and Variance of existing 

exponential distribution is 

33.40][ xE and 0.1566][ xV  
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Figure 1: Graph of Probability density function showing 

Laplace exponential distribution of waiting time 

for incoming calls per day 
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Figure 2: Graph of Probability density function showing 

exponential distribution of waiting time for incoming calls 

 per day 

IX. CONCLUSION 

Based on the results obtained, it shows that expected value of 

an exponential distribution by Laplace transform is less than 

that of an existing exponential distribution and the same with 

the variance. By means of efficiency where the smallest 

variance is more efficiency than the highest variance, we 

conclude that exponential distribution by Laplace transform is 

the most suitable model to approximate the waited time of an 

incoming phone calls, an individual make per day in a given 

time interval. The graphs show that the higher the scale 

parameter, it decreases the mean rate of an existing 

exponential distribution than exponential distribution by 

Laplace transform giving the peak form of a bell shape. 

REFERENCE 

[1] Balakrishnan, N. and Basu, A. P. (1996). The Exponential Distribution: 

Theory, Methods, and Applications. New York: Gordon and Breach. 

[2] Guerriero, V. (2012). Power Law Distribution: Method of Multi-scale 

Inferential Statistics. Journal of Modern Mathematics Frontier 

(JMMF). 1: 21–28. 

[3] Riley, K. F., Hobson, M. P., and Bence, S. J. (2010). Mathematical 

methods for physics and engineering (3rd ed.), Cambridge University 

Press, p. 455, 

[4] Ritzema, H. P (1994). Frequency and Regression Analysis; principles 

and application. International Institute for Land and reclamation and 

Improvement (ILRI). Wagemigen, Netherland. Pp175 - 224 

[5] Rotlink (2014). Exponential disribution. Mathwiki, Fandom. 

math.wikia.com/wiki/exponential-distribution. 

[6] Sematect (2012). Engineering statistics handbook. 

www.itl.nist.gov/dv898/handbook 

[7] Schmidt, D. F. and Makalic, E. (2009). Universal Models for the 

Exponential Distribution. Transactions on Information Theory, 55(7); 

3087–3090. 

[8] Usman, Y. A. (2011). The exponential distribution and the application to 

Markov models. JORIND 9(2); 596 – 8308. 

[9] Wieisstein, E. W (2004). Exponential Distribution. Mathworld- a 

wolfram web. Resources.http.//mathworld.wolfram.com/exponential 

distribution 

 

http://www.amazon.com/exec/obidos/ASIN/2884491929/ref=nosim/ericstreasuretro
http://www.amazon.com/exec/obidos/ASIN/2884491929/ref=nosim/ericstreasuretro
http://www.sjmmf.org/paperInfo.aspx?ID=886
http://www.sjmmf.org/paperInfo.aspx?ID=886
http://www.emakalic.org/blog/wp-content/uploads/2010/04/SchmidtMakalic09b.pdf
http://www.emakalic.org/blog/wp-content/uploads/2010/04/SchmidtMakalic09b.pdf
https://en.wikipedia.org/wiki/IEEE_Transactions_on_Information_Theory

