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 

Abstract— This paper presents a high speed FPGA 

implementation of Triple Speed Ethernet MAC (TSEMAC) and 

UDP/IP stack which is the stack of the widely used in transport 

streaming and video conferencing applications. The Physical 

layer and its interface to the FPGA’s IO blocks are implemented 

off-the–shelf using an integrated Ethernet transreceiver 

(National DP83848C). The link layer is based on Altera Triple 

Speed Ethernet MAC core. A novel architecture of network and 

transport layers by means of fabric and dedicated FPGA blocks 

is also proposed which can provides a PC-FPGA and vice-versa 

data communication. The design is analyze and tested using 

software program running in PC which send and receive data. 

The proposed system shows a noticeable speed up suitable for 

FPGA based data streaming applications.  

 
Index Terms— TSEMAC, UDP/IP stack, FPGA, PER Test 

Tool. 

I. INTRODUCTION 

 

Ethernet is synonymous with networking and its application is 

ubiquitous worldwide. It provides high bandwidth over long 

cable length and a driver-less architecture within an operating 

system environment [1]. It is a very popular and commonly 

used standard when connecting to a Internet or LAN(Local 

Area Network). In the past when connecting an system to a 

LAN, it was nessesary to use additional network circuits that 

had more functionality than required which came at higher 

cost [2]. Furthermore, to implement the network stack a 

processor was needed. Now, with the FPGA technology it is 

easy to implement an application-tailored part of a UDP/IP 

stack to achieve a cost-effective and straight-forword 

connection to a network. 

The UDP/IP protocol has applications on audio and video 

streaming of VoIP, broadcasting, multimedia and video 

conference communications [3]. For real time conversations, 

UDP protocol provides low delay datagram transfers, due to 

unreliable service. 

 

This work presents a TSEMAC and UDP/IP network stack 

implementation on FPGA and make a comparison with other 

exiting work. Here the packets are shown in wireshark to 

integrate with the application layer. This paper is organized as 

follows: Section II presents an overview of the OSI model 
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layers. The proposed system and implementation is detailed 

on Section III, while evaluation and results are exposed in 

Section IV. Finally Section V conclude the whole work.  

II. OSI MODEL  

The OSI(Open Systems  Interconnection) model is a 

theoretical model and is used to describe the behavior of a 

network. the OSI model consists of seven layers and the layers 

are named: Application, Presentation, Session, Transport, 

Network, Datalink and Physical layer. From a TCP/UDP/IP 

viewpoint the session and presentation layers are often 

included in the Application layer.The OSI layers are 

frequently referred in this paper, but it’s not further explained. 

For a detail description of the protocols and layers, see [4]. 
 

A. Data Link Layer 

The link layer provides the data exchange between computers 

within a local network. The basic unit of data transfer, for data 

link layer is data link packet frame. A frame is composed of a 

header, payload and trailer. It carries the souce address, 

destination address and other control information in the 

header. The trailer contains the checksum of transported data. 

By using the checksum, we can find out the error which has 

been occurred during transfer. The network layer packet is 

included in the payload. 
 

B. Network Layer 

The network layer is responsible for host to host delivery of 

packet. It establish the route between originating and 

destination computer. The basic unit of data transfer is a 

datagram that is encapsulated in a frame. It is composed of a 

header and data field. This datagrams are the payload or data 

field of the frame. This layer is used to establish 

communication with computer systems that lie beyond the 

local LAN segment, because it has its own routing addressing 

architecture, which is separate and distinct from the link layer. 

Such protocols are known as routable protocols, for example 

IP (Internet Protocol) [5]. The IP is the important protocol of 

the Network layer.  

C. Transport Layer 

The transport layer is responsible for communication between 

two applications running on different computers [6]. The 

basic transmission unit is a segment, that is composed of a 

header and payload, which is transmitted through payload of 

network packet. The transport layer provides end-to-end 

reliability by having flow and error control. It has two 

protocol: TCP (Transmission Control Protocol) and UDP 

(User Datagram Protocol). TCP provides a 

connection-oriented communication with flow control, 

reliable data delivery and duplicate data suppression. Wheres 

UDP provides unreliable and connection less communication 

services. It allows applications to send datagram and handle 
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translation between sockets and ports. UDP is very effective 

for real-time applications like audio and video or in 

applications where low delay and low latency is preffered 

over reliable data delivery [7]. 

III. THE PROPOSED SYSTEM AND IMPLEMENTATION 

 

The Hardware UDP/IP stack core is shown in Figure 1. Figure 

1(a) shows the architecture of a traditional TCP/IP stack and 

Figure 1(b) shows the UDP/IP stack which are entirely 

implemented on FPGA. 

 

Application layer Application layer 

 Transport layer UDP 

Network layer IPv4 

Link layer Ethernet 

Physical layer Physical Medium 

Figure 1(a) Architecture of TCP/IP stack, (b) used architecture 

 

In our design, UDP protocol is implemented at transport 

layer. Internet Protocol Version 4(IPv4) is used at network 

layer, which gives more area effective design compared to 

IPv6 protocol. 

 

The architecture of proposed design is shown in Figure 2. It 

consists of several modules. Starting with the physical layer, 

DP83848C PHY device can be used as an interface for 

Ethernet communication at 10/100 Mb/s speed. PHY connect 

to Ethernet cable through RJ-45 connector. MII interface is 

defined by IEEE 802.3 specification. When using a MII 

interface, PHY chip provides tx and rx clock to MAC. At MII 

interface that operate at 10 Mb/s, PHY provides 2.5 MHz 

clock and for 100 Mb/s speed it provides 25 MHz clock. 

 

Triple Speed Ethernet MAC Megacore function is offered by 

Altera with high capability and in variety of operating modes. 

This function is configured to operate at half-duplex or 

full-duplex with minimum possible resource consumption and 

suitable for data streaming applications. PHY interface is 

managed by MDIO module. In our design we are using MII 

interface in full-duplex mode with 100 Mb/s speed. TSEMAC 

features and operation are illustrated in [8].  

 

The Ethernet MAC function provides an Avalon-ST interface 

to user applications and an industry standard interface to 

external PHY devices. It can support upto 24 ports. We can 

configure single-port MAC to include internal FIFO buffers 

to store the data on transmit and receive path [8]. PHY 

provides a 25 MHz clock to TSEMAC. The PHY is managed 

by MDIO(Management Data Input/Output) module which 

uses the Management Data Clock (MDC) of 2.5MHz.  

 

The Megacore function is constructed from two units, the 

transmitter and receiver unit. On the transmit path, data 

transfer are synchronous to the rising egde of tx_clk. The 

tx_en signal is asserted to indicate the start of a new frame and 

remains high until the last byte of frame is present on  

tx_d[3:0]. If an error occurred in the frame during 

transmission, it subsequently transmitted with the tx_err for 

one clock cycle.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Proposed Design Architecture 

 

On the receiver path, all signals are sampled on rising edge of 

rx_clk. The PHY assert the rx_en signal to indicate the start of 

a new frame and remains high until the last byte is present on 

rx_d[3:0]. If there is an error in the frame received from the 

line, the PHY assert the rx_err for one clock cycle.  

 

IV. EVALUATION AND RESULTS 

The Hardware system is designed in QSYS using Triple 

Speed Ethernet Megacore function. There are three systems: 

Ethernet main system, Ethernet subsystem and Peripheral 

system. Ethernet main system consists of NIOS II processor 

which control and configure all the modules, SDRAM which 

is use to store the data, flash memory to store the MAC 

address of device and peripheral and Ethernet interface 

systems. Ethernet subsystem consists of Ethernet bridge to 

connect this system with main system, TSEMAC to configure, 

control and access the PHY device with different speed and 

modes, SGDMA(Scatter Gathered DMA) tx/rx to send and 

receive data to and from FIFO of TSEMAC, and descriptor 

memory to store the data of DMA controller. 

The peripheral system consisting of peripheral bridge to 

connect this system with main system, performance counter 

for debug and system performance analysis, system clock 

timer, and JTAG UART for serial communication and 

debugging NIOS II application via on-board USB-blaster 
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circuitry. Here the system ID block is used to sync the 

hardware system generation with software generation tools. 

We uses one PLL(Phase Lock Loop) in our design which 

accept input clock of 50 MHz and generate 100 MHz system 

clock, 100 MHz SSRAM clock, 60 MHz peripheral clock etc.  

The software interface is provided by the Eclipse which is 

software tool for NIOS II processor. To transmit data 

SGDMA tx controller are open, assert tx_en signal and send 

data. Figure 3 shows the tx data view of signal tap analyzer 

which is real time analyser for system.  

 

 
Figure 3 Tx data in signal tap analyzer 

   

When frame is coming on receiver side PHY assert the rx_en 

signal and NIOS access this data through SGDMA rx 

controller. Figure 4 shows rx data in signal tap analyzer. 

 

 
Figure 4 Rx data in signal tap analyzer 

 

We implement nichestack which is a networking stack. It 

receive data from application and transform it into the 

network specific packets and send to the networking devices. 

Here the IP is assigned to the device which is 192.168.10.234 

for our device and UDP port Number assigned is 30. Now 

when ping the device it gives the response as shown in figure 

5 by ICMP packets. 

 

 
Figure 5 ICMP packets of ping request and reply 

To check the UDP functionality we send the UDP packets to 

the device by PER (Packet Error Rate) test tools which 

measure the packet error rate as shown in figure 6, and set the 

local loopback on the device. 

 

 
Figure 6 PER Test Tool 

 

In the PER test tool we set the remote IP to FPGA device IP 

that is 192.168.10.234, and remote rx port to 30 because we 

set the listen port of the device to 30. Local rx and tx port are 

set to port no. 1234 and 1235 of host PC. Data rate is set to 

2Mbps and packet length is 1200 byte. Now when 

Transreceiver is turn on it send and receive the packets from 

the device. Here it shows that among 27155 received packet 

11 packets are lost. So packet error rate is very low. Figure 7 

shows the UDP packets communication in wireshark. 

 

 
Figure 6 UDP data packets 

 

We compare our work in terms of speed(MHz), Maximum 

Ethernet frame length (bytes) and maximum Ethernet speed 

(Mbps) with other implementations and we get the results that 

is summarized in TABLE I. They all implement the stack in 

Xilinx devices wheres we implement it in Altera device. In [2] 

they provide three different UDP/IP core: Minimum, Medium 

and Advanced. [9] presents complete TCP/IP stack 

implementation from which we observed the data only related 

to UDP/IP implementation. In [10], it only implement the 

Ethernet stack and [11] presents the complete UDP/IP core 

but there is neighter UDP checksum capability nor ARP 

protocol is considered. 
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TABLE I 

Ref.No Speed(MHz) Max. Frame 

Length 

(bytes) 

Max. 

Ethernet 

Speed 

(Mbps) 

Our 125 1518 1000 

2-Min. 90.7 256 100 

2-Med. 60.3 256 100 

2-Adv. 105.6 1518 1000 

9-Dollas 77 - 100 

10 50 - 100 

 

In speed term our work gives the best performance. For 

maximum Ethernet frame length our implementation and 

advanced UDP/IP core are capable to manage the frame of 

1518 bytes. [9] and [10] does not provide information about 

frame length. The maximum Ethernet speed is 1000Mb/s is 

supported by three designs as shown in table. 

 

V. CONCLUSION 

This paper shows TSEMAC and Niche networking stack on 

FPGA. Here a UDP/IP stack is implemented and verified in 

Altera Cyclone III. It uses 78% of total logic element of 

FPGA and can operate at maximum frequency of 125 MHz. 

Design uses NIOS II processor to control and configure other 

modules. As resource efficiency is one of the main goal, a 

selected embedded processor with function as a CPU within 

the stack. The design is tested and analyzed in signal tap 

analyzer and wireshark. We implement the UDP/IP 

functionality using Niche stack where IP provides basic 

datagram delivery services, on top of which UDP delivers a 

multiplexing features so that multiple application can 

concurrently use UDP/IP stack. We also compare our design 

with other work in terms of speed, maximum frame length and 

maximum Ethernet speed. The results shows that our design 

gives higher speed among other designs. Other two 

parameters gives intermediate solution. 
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