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 

Abstract— Disease diagnosis is a major problem area for 

researchers for a long time. To accurately diagnosis a disease is 

of prime concern for a doctor. To help the medical personnel 

with the diagnosis tool, many engineering techniques have 

evolved in the past. There are various conventional methods of 

disease diagnosis, but application of soft computing technique 

with information technology has given a new dimension to this 

area. In this particular work two different approaches have been 

proposed for the classification of subjects into two classes 

namely: Diabetic & Non-diabetic. The techniques undertaken 

are PCA + REP & PCA + SVM. The results obtained are very 

interesting and show improvement from the previous works. 

There is enough scope for improvement in this field and with the 

advent of faster and more accurate learning techniques the 

results can surely be improved considerably. 

 

Index Terms— Principal Component Analysis (PCA), 

Reduced Error Pruning Tree (REP Tree), Support Vector 

Machine (SVM). 

I. INTRODUCTION 

The  use  of  classifier  systems  in  medical  diagnosis  is 

increasing gradually. There is no doubt  that evaluation of 

data  taken  from  patient  and  decisions  of  experts  are  the 

most important  factors  in  diagnosis.  But, expert systems and 

different  artificial  intelligence  techniques  for classification 

also help experts in a great deal . Most  of  the  work  related  

to  machine  learning  in  the domain of diabetes diagnosis is 

concentrated on  the study of the Pima Indian Diabetes dataset 

in the UCI repository. In  this  paper,  two  classifier  

techniques  with Principal component analysis are 

implemented for the forecasting of Diabetes  and  concluded 

with  best  forecasting  techniques which has  a maximum 

accuracy. Implemented techniques are listed below. 

1. Principal Component  Analysis  (PCA)  with 

REP Tree 

2. PCA with  SVM (Support Vector Machine) 

 

 
 

II. THE DATA 

The dataset which we use in our  work  is Pima  Indians 

Diabetic  database  from UCI  Repository  of Machine 

Learning Databases. All patients in  this database  are  

Pima-Indian women  at  least 21 years old  and  living  near  

Phoenix,  Arizona,  USA.  The  binary response  variable  

takes  the  values  „0‟  or  „1,‟  where  „1‟ means a positive test 

 
Manuscript received August 23, 2014. 

 Tarun Jhaldiyal, Department of Computer Science & Engineering, 

Uttarakhand Technical University, Dehradun, India, 9997311303. 

Pawan Kumar Mishra, Department of Computer Science & 

Engineering, Uttarakhand Technical University, Dehradun, India, 

9411413650. 

for diabetes and „0‟ is a negative test for diabetes. There are 

268 (34.9%) cases in class „1‟ and 500  (65.1%)  cases  in  

class  „0.‟   

 

III.  PRINCIPAL COMPONENT ANALYSIS 

 

Principal Components Analysis (PCA) is used to compress 

data in such a way that the least information is lost. It does so 

by truncating data and thereby leaving out the data which is of 

the least importance to the information stored in the data. This 

PCA process is called dimensionality reduction, because a 

vector x which contains the original data and is 

N-dimensional is reduced to a compressed vector c which is 

M-dimensional, where M<N. 

 

IV. BLOCK DIAGRAM 

 

The overall system block diagram is shown in figure.1. In the 

first  part  the  original  diabetic  database  consisting  of the 

entire 8 feature is shown. This dataset will be utilized for all 

the classification tasks throughout the study. The entire  

experimental work  can  be divided  into  two major sections: 

 

Figure 1. System Block Diagram                          

              . 

 

 

A. PCA WITH REP 
To improve the accuracy of classification some kind  of  

modification  was  required  to  be  done  in  the classification  

technique.  For  that  purpose  Principal Component Analysis 
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(PCA) was used along with REP. PCA  is  a  simple,  

non-parametric  method  for  extracting relevant information 

from confusing data sets. Here, first the dataset is reduced to a 

lower dimension using Principal Component Analysis.  After  

this  the  reduced  dataset  is  trained  using the  REP  classifier  

and  then  the  testing  of  the  REP model is carried out. Here 

8 parameters are used for determining whether a sample is 

diabetic or non-diabetic, it might be possible that some of the 

features may play a more significant role in diagnosis than  

others  and  hence  if  the  pattern  pertaining  to  the 

performance  of  each  of  the  features  can  be  studied,  the 

dimension of the dataset can be reduced by removing the less  

relevant  features  from  the  complete  set. Now  after  

performing  PCA  on  this  dataset  we  get  a reduced  dataset  

with  lesser  number  of  features.  The number  of  features  to  

be  selected  can  be  set  as  per  our requirement  as  in  PCA  

the  features  which  contribute  to the  maximum  amount  of  

variation  of  the  dataset  are ordered  first  and  those with  

least variation  are  set  to  the end.  Here  we  have  selected  

the  features  which  are responsible  for  maximum variance of  

the  total  variation  of  the dataset  and  the  remaining  

features  which  contribute less variation are discarded. These 

criteria yielded us 3 parameters i.e. there are 3 parameters 

which contribute maximum variation of the whole dataset 

while the other five  contribute  less variation  so  they  can  be 

neglected without much loss  of  information.  

Now  PCA  reduce  the number of  features  to 3  from a total 

of 8. Now  after  the  dimension  of  the  dataset  has  been 

reduced,  this  reduced  dataset  will  be  used  for classification 

using REP.  

The features selected are: 

1. Plasma glucose concentration a 2 hrs in an oral 

glucose tolerance test (GTT).  

2. Insulin (Insu). 

3. Body Mass Index (BMI). 

 

B. PCA WITH SVM 

 

The modifications which were done in case of REP classifier  

using  PCA  were  also  implemented  for  SVM  so  that  even  

comparison  can  be made  between the classifiers.  Similar,  

the  dataset  was  first  reduced  to  a  lower dimension  and  the  

reduced  dataset  is  used  for  training through SVM. The 

results of the two classifier techniques are tabulated and 

compared at the end in order to find the best classifier 

technique out of the two proposed ones. 

 

C.  IMPLEMENTATION OF BOTH CLASSIFIER 

TECHNIQUES IN MATLAB GUI 

 

A graphical user interface (GUI) is a graphical display in one  

or  more  windows  containing  controls,  called components  

that  enable  a  user  to  perform  interactive  tasks. The user of 

the GUI does not have to create a script or type commands at 

the command line to accomplish the tasks.  Unlike  coding  

programs  to  accomplish  tasks,  the user of a GUI need not 

understand the details of how the tasks are performed 

 

 
 

 

Figure 2. PCA with REP, Matlab GUI 
 

 

 

 
 

 

 

Figure 3. PCA with SVM, Matlab GUI 

 

 

 

Table 1- Comparision Of Different Classifier Techniques. 

 

Classification 

Technique 

                      Test Results  

    

Accuracy 

(%) 

Non Diabetic 

(0‟s) 

Diabetic (1‟s) 

True False True False 

PCA with REP 154 29 61 25 79.93 

PCA with SVM 161 5 90 12 93.66 

From the simulation results it clear that PCA with SVM 

approach is better than PCA with REP approach. 

V.  CONCLUSION 

We have analyzed the Diabetic Patient data on the basis of 

data mining techniques. From the above study it has been 
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observed that PCA with SVM perform well for diabtes 

mellitus prediction. Also  the  accuracy  for  PCA  with  REP 

classifier  is  good but in terms of accuracy PCA with SVM 

performs better than other classifier. 

In future we can use other classifier techniques  with PCA to 

improve the accuracy and testing time of result. Or we can use 

combination of other classifier techniques with other 

dimension reduction techniques to improve the accuracy and 

testing time of result. 
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