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Abstract— This paper proposes a metod of blind parameter 

identification of a convolutional encoder in soft-decision 

situations. The problem can be addressed on the context of the 

non-cooperative communications or adaptive coding and 

modulations (ACM) for cognitive radio networks. We consider 

an intelligent communication receiver which can blindly 

recognize the coding parameters of the received data stream. 

The only knowledge is that the stream is encoded using binary 

convolutional codes, while the coding parameters are unknown. 

Some previous literatures have significant contributions for the 

recognition of convolutional encoder parameters in 

hard-decision situations. However, soft-decision systems are 

applied more and more as the improvement of signal processing 

techniques. In this paper we propose a method to utilize the soft 

information to improve the recognition performances in 

soft-decision communication systems. Finally we give the 

simulation results to show the efficiency of the proposed 

algorithm. 

 
Index Terms— blind recognition, channel coding, 

convolutional codes, adaptive coding and modulation (ACM), 

non-cooperative communications.   

 

I. INTRODUCTION 

In digital communication systems, error-correction codes 

are widely used. To meet high quality of services, new coding 

schemes are being developed ceaselessly. Therefore, for a 

communication receiver it is very difficult to remain 

compatible with all standards used. But if an intelligent 

receiver which is able to blindly recognize the coding 

parameters of a specific transmission context, it can adapt 

itself to the perpetual evolution of digital communications. 

Furthermore, the blind recognition techniques are also 

applied in non-cooperative communications. In 

non-cooperative communication contexts, the receivers do 

not know the coding parameters so it must blindly recover the 

encoder before decoding. In this paper we focus the blind 

recognition of coding parameters of an encoder which uses 

convolutional codes as error-correction coding and propose a 

method to take advantage of the soft information in 

soft-decision situations. 
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Some previous literatures discussed the problem of blind 

recognition of convolutional codes. The authors of [1-3] 

developed blind recognition of convolutional codes in 

noiseless context, including the rate1/n and k/n codes. These 

methods are not suitable for noisy environment. For the case 

of noisy context, some algorithms were proposed in recent 

years [4-7]. The algorithm proposed in [7] completely solved 

the blind parameter recognition of k/n convolutional codes 

with low complexity and excellent recognition performances.  

However, the previous works are all discussed in 

hard-decision situations. In modern communication systems, 

more and more soft-decision based algorithms are applied to 

improve the signal processing performances. For example, 

the soft-decision based decoding methods always have better 

performances than hard-decision situations [8-12]. Similarly, 

some soft-decision based blind recognitions of block code 

parameters also outperform the hard-decision ones [13-14]. In 

this paper, based on [6-7] we propose a method to utilize the 

soft information to improve the recognition performances in 

soft-decision systems. And because the authors of [6-7] did 

not give a normative algorithm to automatically identify the 

parameter n for a computer program, we propose a formalized 

scheme to optimize the recognition of n. At the end of the 

paper, we show the efficiency of the proposed algorithm by 

simulation results for some different convolutional codes. 

II. BLIND FRAME SYNCHRONIZATION OF ERROR 

CORRECTING CODES HAVING A SPARSE PARITY CHECK 

MATRIX 

The details of the dual code method based recognition 

algorithm of rate k/n convolutional encoder parameters are 

introduced in [7].  The algorithm includes three major 

sections:  

(1) Identification of code length n;  

(2) Identification of a dual code basis; 

(3) Identification of the generator matrix.  

In the first procedure, the authors of [7] propose to 

recognize n with the following steps. 

1. Set the minimum and maximum value of l, i.e. lmin and 

lmax. Initialize l to be lmin. 

2. According to l and a sequence of received bits, we 

generate an observed data matrix Rl as shown in Figure 1, the 

numbers in which denote the arriving order of the bits in the 

received data stream.  

3. Transform the matrix Rl to a lower triangular matrix Gl 

by the Gauss Jordan Elimination Through Pivoting (GJETP, 

see [15] for details):  

l l l lG A R B                                   (1) 

4. Obtain the set Zl as follows: 

Card {1,..., } | ( )
2

l l opt

L l
Z i l N i 

 
   

 
         (2) 

where Nl(i) is the number of “1” in the lower part of the i
th
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column in the matrix Gl, opt is an optimal threshold [6-7] and 

Card{x} denotes the cardinal of x. An Nl(i) smaller 

than ( ) / 2optL l  indicates that the i
th

 column of Rl has high 

probability to be dependent on the other columns. 

1 2 3 …… l

l+1 l+2 l+3 …… 2l

2l+1 2l+2 2l+3 …… 3l

… … … …… … 

(L-1)l+1 (L-1)l+2 (L-1)l+3 …… Ll

1 2 3 4 5 6 …… 
received 

bits

Rl

Fill to Rl

 
Fig. 1 Generation of the observed matrix Rl 

 

5. If l=lmax, execute step 6. If l<lmax, let l=l+1 and go back 

to step 2. 

6. Output the gap between two consecutive non-zero 

cardinals, Zl, as the estimated codeword size n̂ . The principle 

of this estimation is that when ( )l mn m  Z and l is larger 

than the overall memory length of the dual code, some 

columns of Cl can be determined by other columns, where Cl = 

Rl + El and El is the error pattern corresponding to Rl.  

According to the GJETP algorithm, the reliability of upper 

part of Rl has larger influences on the successful detection of 

dependent columns in Rl. Therefore, here we propose the 

following processing procedure inserted into the steps 

(between step 2 and step 3) mentioned above. 

(1) Fill the observed matrix Rl with the soft-decision bits. 

For each row in Rl we find the decision bit that has the lowest 

reliability and record its reliability value as RLl. 

(2) Arrange the rows of Rl according to each row’s lowest 

reliability value RLl to make the first row of Rl has the highest 

RLl, the second row has the second highest RLl, and so on. 

(3) Obtain the hard-decisions of the bits in the re-arranged 

Rl and continue step 3 mentioned above. 

After this processing, the upper rows of the re-arranged Rl 

have higher reliabilities and therefore have lower 

probabilities to include error decision bits. So the probability 

of successful detection of dependent columns can be 

improved. And as the value of L rising, the improvement of 

the reliabilities of the upper part of Rl becomes more effective, 

so the recognition performance can be improved more 

obviously than the previous algorithm in [7].  After the 

estimation of n, we use the Algorithm 1 and Algorithm 2 in [7] 

to identify other coding parameters. 

III. FORMALIZING THE ESTIMATION ALGORITHM OF n 

Note that in step 6 shown in the previous section, the 

authors of [7] only give the idea of the estimation of n. When 

the noise level is high, there exists a problem that the number 

of error decision bits is high and some cardinals Zl 

corresponding to the values of l that equals to mn are blank. 

So not all the gaps between two consecutive non-zero 

cardinals, Zl, equal to n. In this case, we need a formalized 

algorithm to estimate the value of n more exactly. This can be 

done by simply searching all the gaps between two 

consecutive non-zero cardinals and find out which gap value 

appears mostly. The detailed algorithm steps are listed below. 

(1) Let 1 2[ , ,..., ]l sV l l l be the vector that consists of the 

values of l corresponding to the detected non-zero cardinals Zl 

in step 6.  

(2) Calculate the vector 1 2 1[ , ,..., ]l sV l l l      , the 

elements of which are calculated by 

1(1 )i i il i s l l    
               

         (3) 

(3) Initialize a vector Q with length lmax to be overall zeros 

and for each value of i from 1 to s-1, we let 

( ) ( ) 1i iQ l Q l   
                 

         (4) 

(4) Finally we find the maximum element in Q and output 

the corresponding gap value il to be the estimated codeword 

size n̂ . 

IV. SIMULATION RESULTS 

In this section we give the simulation results of the blind 

recognition of the convolutional coding parameters by 

utilizing the algorithm introduced in this paper. The 

simulations include two parts corresponding to our proposed 

recognition algorithm on different noise level and different 

observed matrix size L. In the simulations we assume that the 

signal is transmitted on a binary symmetry channel (BSC) 

which is corrupted by an Additive-White-Gaussian-Noise 

(AWGN) with the channel error probability (CEP) . 
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Fig. 2 Recognition performances for several convolutional 

codes 

 

In Figure 2 we show the false recognition ratios (FRR) for 

several convolutional codes on different channel conditions 

when the observed window size L=200. And we also compare 

the proposed method with the hard-decision based algorithm 

proposed in [7]. We can see from the simulation results that 

when the soft information is introduced into the recognition 

algorithm, the recognition performances can be improved 

obviously. And as the CEP rising, the FRR curves descend 

more rapidly. 

Figure 3 shows the recognition performance of two 

convolutional codes for different observed matrix size, when 

the CEP =10
-1.5

. It shows that the soft information can help 

to make the FRR descends more rapidly when L is rising. This 

fact means that in soft-decision situations, we can improve the 

recognition performance by increasing the number of rows of 

the intercepted matrix Rl, while we cannot in soft-decision 

situations. 
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Fig. 3 Recognition performances on different size of Rl for 

soft and hard decisions 

V. CONCLUSION 

This paper proposes the methods of utilizing soft 

information to improve the recognition performance of 

convolutional encoder parameters. And we propose a 

formalization of the estimation of the parameter n. When 

introducing the soft information the recognition performance 

can be obviously improved and the simulations show the 

efficiency of the proposed methods. 
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